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conclusion and perspectives in one section
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3 different sections


Introduction and problem definition

Approaches to increase the computing power:

1) Increasing the frequency of “ 3

processor @ e 1t
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2) Increasing the number of
nodes
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Introduction and problem definition

Processor frequency and its energy consumption

» The power consumption of
a processor increases exponen-
tially when its frequency is in-

creased @

» The biggest power consump-
tion is consumed by a processor
in the computing node @
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Introduction and problem definition

Techniques for energy consumption reduction
1) Switch-off idle nodes method

Nodel  Node2 Node3 Node4 Node5 Node6 Node7 Node8 Node9 Nodelo

Energy
consumption

KB b
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[
Techniques for energy consumption reductic;n

2) Dynamic voltage and frequency Scaling (DVFS)

Node1 Node2 Node3 Noded Node5

DVFs

Energy
consumption

KIKEEIEI HeEE
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there are many more techniques. why you just present these two?


Using the energy reduction method @

Why we used DVFS method:

e |t used to reduce the energy while keeping all node
@working, thus it is more conventional with parallel
computing.
e It has a very small overhead compared to switch-off idle
nodes method. @

Challenge and Objective
Challenge: DVFS is used to reduce the ener ut it degrades
the performance simultaneously.

Objective: Optimizing both energy consumption and
performance of a parallel application at the same time when
DVFS is used.
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This slide could be called motivations. 
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it is used to reduce the energy consumption while keeping all the nodes working, ... more adapted to parallel ...
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switching-off the idle nodes.
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... energy consumption, ...
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Applying the DVFS to minimize the energy consumption while maintainig the performance of the parallel application


Contributions

First con@tion

Energy optimization of homogeneous
platform
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... of a parallel application with iterations running over a heterogeneous platform
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delete it


Objectives

Study the effect of the scaling factor S on energy consu@ion
of parallel iterativ@plications such as NAS Benchmarks. @

Study the effect of the sc@ factor S on performance of these
benchmarks.

Discovering the energy-performance trade-off relation when
changing the frequency@

We propose an algorithm for selecting the scaling factor S
producing optimal trade-off between the energy and
performance.

Improving Rauber and Pi=ger's' method that our method best
on.

1Thomas Rauber and Gudula Riinger. Analytical modeling and simulation of the energy consumption

of independent tasks. In Proceedings of the Winter Simulation Conference, 2012.

femto-st
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parallel applications with iterations.
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and performance
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... of the processor.
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Proposing an ... the optimal ... energy consumption and the performance.
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Note
Replace this sentence by : Comparing the proposed algorithm to existing methods.


Parallel tasks execution[D}er Homo. Platform

Communication Time m Computation Time -
\E@ Barrier
Task N Task N
Idle time
Task 4 Task 4 |

Task 3 Task 3

Task 2 Task 2

Task 1 Task 1

Time

Time

(a) Sync. imbalanced (b) Sync. imbalanced
communications computations

Figure: Parallel tasks on homoous platform
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Execution of synchronous parallel tasks
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Energy model for homogeneous platform

The power consumed by a processor divided into two power
metrics: the dynamic (Py4) and static (Ps) power.

Py=a-CL-V?2-F (1)

Where:
a: switching activity CL: load capacitance
V the supply voltage F: operational frequency

Ps =V. Ntrans : Kdesign . ILeak (2)
Where:
V: the supply voltage. Nirans: number of transistors.
Kdesign: design dependent parameter. lieak: technology dependent parameter.
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Energy model for@mogeneous platform

The frequency scaling factor is the ratio between the maximum
and the new frequency, S = fmax

~ Frew”

Rauber and Riinger’s energy model

E=Py 572 (T1+Z,2Tz>+Ps S;-Ty-N

Si: the max. scaling factor
Py: the dynamic power

Ps: the static power

T,: the time of the slower task
T;: the time of the other tasks
N: the number of nodes
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... for message passing synchronous applications running over a heterogeneous platform


Performance evaluation of MPI programs

Execution time prediction model

Thew = 7-MaxCompOld &4 TMinCommOld

CGClass B Normalized predicted time —— ' Normalized predicted time ——
18} Normalized real time = 27| LUClassB Normalized real time =
241
g1er g
5 5 21f
3 3
N N
T 14 T
g g 181
2 2
12l 15}
12}
1 .
5 2 25 3 15 2 25 3
Frequency scaling factors Frequency scaling factors

The maximum normalized error for CG=0.0073 (the smallest) and
LU=0.031 (the worst).
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Performance and energy reduction trade-off‘

25}

Normalized execution time ——

Normalized energy -—------ 4

Normalized energy and execution time

Where:

5 2 25 3
Frequency scaling factors

(a) Real relation.

Normalized energy and performance

1.2

Normalized performance ——

11 Normalized energy - ]

1 [
08t
o8l
07}
06}
05

&Optimal scaling factor

043 15 2 25 3

Frequency scaling factors

(b) Converted relation.

Performance = execution time™"

Our objective function

Maximize Minimize

; R
MaxDist = max;—1 2 ... F(Pnorm(Sj) — Enorm(S)))
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Scaling factor selection algorithm

[ Initialize the variable distance Dist=0 ]
Compute the new frequency Fnew ]

[ Compute the new frequency scaling factor S ]

Compute the frequency scaling factor Si
for all nodes

(C the Pnorm and
normalized energy Enorm

Store the frequency scaling factor S in the
timal frequency variable Sopt

[ Store the new Distance Dist = Pnorm - Enorm |

WEEESCIENCES &
TECHNOLOGIES
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Scaling algorithm example o

Homogeneous cluster m

EEEEE -
B EEE
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Experimental results

Our@eriments are executed on the simulator SimGrid/SMPI
v3.10.

Our algo@\ is applied to NAS parallel benchmarks.

Each node in the cluster has 18 frequency values from 2.5GHz
to 800MH:z.

We run th@sses A,Band Con 4, 8 or9 and 16 nodes
respectively.

The dynamic power with the highest frequency is equal to 20 W
and the power s!@'is equalto 4 W.
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The experiments were executed ...
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The proposed algorithm was applied to ...
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The proposed algorithm was evaluated over the A, B and C classes of the benchmarks using 4, ...
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P_d =20W
P_s=4W

The rest you say it in your speech


Experimental results

1.2

>}

BT Class © Normalized performance ——

CG Class C Normalized performance ——
11 Normalized energy

EP Class C Normalized performance ——
1. Normalized energy

Normalized energy

0.9

o
@

Normalized energy and performance
Normalized energy and performance
Normalized energy and performance

0.8
06 07
06
0.4
; 05 ! 1 05
[ 04 0.4 - )
0.2 4 Optimal scaling factor-1.04 s | Optimal scaling factor=1.56 03 ; Optimal scaling factor=1.315
1 15 2 25 3 T 15 2 25 s 15 2 25 3
Frequency scaling factors Frequency scaling factors Frequency scaling factors
W Energy Saving % ™ Performance Degradation %
a5
a0 302
- 34.97 3s.83 3348 3472
30 29.6
25
169 2214, 249 1.28 1.35
20 1
15 488
10
5
0
CG MG EP Lu BT SP FT
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Results comparison

Rauber and Riinger’s optimal scaling factor
_ 3/2  Pan
Son = ([ i (1+ 21 T)

™ Rauber E-P W EPSA

1,011

Energy to Performance Distance

Comparing our method with Rauber and Riinger method
for NAS benchmarks class C

femto-st 19/55
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The proposed new energy model

Homogeneous cluster m

KIKIEEIBEIE] HbeE
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Comparing the new model with Rauber model

. : .
25000 £ Rayber energy model —o—
20500 . New energy model --&--

S 20000
17500
15000
12500

Energy consumption

= L
%G MG EP Ly BT SP FT

NAS Parallel Benchmarks

B Rauber Energy Model
H New Energy Model

Scaling Factors
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Contribution

®l

Second contribution

Energy optimization of Heterogeneous
platform
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Same as in page 8


Objectives

Evalua@the new energy and performance models of message
passing applications with iterations running over a
heterogeneous platform (cluster and Grid).

Stud@ effect of the scaling factor S on both energy
consumption and the performance of message passing iterative
applications.

Computing the vector of scaling factors (S;, Ss, ..., Sp) producing
opI trade-off between energy consumption and performance.
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Proposing new ... models for ...
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Studying ... both the ...
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the optimal ... the energy consumption and the performance.


®
The execution time model
Barrier
Task N
E Computation time -
Task 4 Communication time W/A
Task 3 Slack time Dm
Task 2
Task 1 4—Slack time=0
Time
The execution time prediction model
e — 1rn2ax N( TepOld; - S;) + 1min (Temy) (3)
i=1,2,..., i=1,2,...,

Where: Tcm = communication times + slack times

f é'.' 'tDSt 24 /55




The energy consumption model

overall energy consumption of a message passing
ynchronous dist ed application executed over a
heterogeneous platrorm i@mputed as follows:

N
E=) (S7? Pd-Tep) +

s N(TCPi-Si)+. min N(Tcmi))

where:
N : is the number of nodes.
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no bullet
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take off distributed
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can be computed


The energy model example for heter. cluster‘ :

Heterogeneous cluster m

KIKISIEIBI] b

26/55



jccharr
Note
animation not working


The trade-off between energy and performan‘ce

IS

Normalized performance
Upper bound Normalized energy ——

o
o

o
o

I
~

VOptimall vector of scaling factors |

Normalized energy and performance

Vectors of frequency scaling factors
Step1: computing the normalized energy Enorm = 5#‘;0:‘1
Step2: computing the normalized performance Ppnorm = Tvax

TﬂeW '

The tradeoff model @
Maximize Minimize

MaxDist = max_ (Prorm(Sjj) — Enorm(Si)) ()

i=1,...

j=1,.,N
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The scaling algorithm for heter. cluster

Compute the al ies (the upper bound) ]
{ and the initial di Dist

hile all node:
not reach to their min
requencies

No

Is not
e last frequency

Is not
e slowest node

Compute the new frequency Fnew J
Ci te the ¥ Pnorm and
i energy Enorm

Is
Pnorm - Enorm > Dist

[ Store the vector of new F Fi in Sopt vector ]

[ Store the new Dist = Pnorm - Enorm ]
I
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The scaling algorithm example oe
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Experiments over@terogeneous cluster

The experiments executed on the simulator SimGrid/SMPI
v3.10.

The scaling algorithm was applied to the NAS parallel
benchmarks class C.

Four types of processors with different computing powers were
used.

We ran the benchmarks on different number of nodes ranging
from 4 to 144 nodes.

The total power consumption of the chosen CPUs is@wposed
of 80% for@amic power and 20% for_static power.
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The experimental results

45 mCG ®MG ~EP ®LU mBT ©SP NFT

Energy saving
N
o

On average, it s@ the energy consumption by 29% @AS
benchmarks class C executed over 8 nodes
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The experimental results

18 ECG mMG EP ®mLU mBT SP WFT

Performance degradation

2 2
¥ ¥
<° <°
& ¥

N

¥ ¥ ¥
<° <° <°
ef‘ > £
@ &
£

,hwq
S

N

On average, it degrades the perfnce by 3.8% of NAS
benchmarks class C executed over 8 nodes
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it degrades by 3.8% the performance of ...


The results of the three powetrs scenarios

40 W70%-30% scenario
W 80%-20% scenario
90%-10% scenario

Performance Energy Distance

‘ Selected frequency scaling factors for 8 nodes ‘

[1.04]133] 161 | 1.88 [ 104 ] 124 [ 161 | 1.88]

80%-20%
Scenario

‘ 1.04 ‘ 133 ‘ 1.61 ‘ 1.88 ‘ 1.04 | 133 | 1.61 ‘ 1.88 ‘

90%-10% | ['3.08 [ 1.42 | 1.61 [2.08] 1.04 [ 1.33 | 1.61 [ 188 |
Scenario

y 33/55
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The compari@our method

The proposed met MaxDist) was compared to the EDP
algorithm that mininmzes the energy x delay value.

35 =EDP
m MaxDist

29.77

4.03  3.89

Performance deg. Energy saving Distance

35 WEDP  WMaxDist

femto-st 34/55
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Comparing the objective function to EDP
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replace this by EDP is the product between the energy consumption and the delay


Energy optimization of grid platform
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Performance, Energy and trade-off models

The performance model of grid

Thew = i:rr11axN(Tcpo,dU S,,)+ m|n h(Tcmh/.) (6)
]I‘I,?..,M,‘ fo
The energy model of grid
I N Mi

@ E = 21:21: S—2 Pd Tch)+z1:z1:(Psij. Thew) 7)
=1 I= ff /=

The trade-off model of grid

Maximize Minimize

MaxDist = inTJaX (PNorm(Sijk) — ENorm(Sijk)) (8)
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Explain the difference between the two platforms instead of just putting the equations


Experiments over Grid’5000

Nancy site Lyon site

The experiments executed over one site and two sites
scenarios

o
S

Idle power =96 W hMax power =131 W

B

power consumption [ w ]

t t+1 t+2 t+3 t+4 t+5
Time [s]

We used @’5000 power measurement tools

WEEESCIENCES &
TECHNOLOGIES
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Two experiments were conducted : over one site with two clusters and two sites with three clusters
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Grid'5000 power measurment tools were used.


Experiments over Grid’5000

45 T T T T T T r

One site /16 nodes v

40 F-One site /32 nodes mmmm 1
Two sites / 16 nodes &1

ETwo sites / 32 nodes

Execution theMAS class  £%/ |
Don 16 nodaves the 5= i
energy by 30% & . ]

Ep LU BT
NAS parallel benchmarks
35 T T T T T T T

One site / 16 nodes maeoa
30 [.One site /32 nodes mmmm

Two sites / 16 nodes ===
Two sites / 32 nodes

Execution t AS class 0 :
D on 16 no degrades ]

the performance by 3.2%

0

Performance degradation

o

X
X,
]
]
|
]
|
<]
X!
<]
X!
<]
X!
<]
X!
X!
X!
X!
<]
%)
<]

b
&
o I3
>

0 [ROO0XX XX XX X1

o

CG MG __EP LU BT P
NAS parallel benchmarks
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Experiments over Grid’5000

One core and Multi-cores per node results:

Energy saving %

40 T T T T T T T T T T
One core per node scenario s 30 [ One core per node scenario . 1
35 [ Multicores Per node seenario ] Multicores per node scenario
ES
25| ]
sop 1 §%
kS
251 9 B oof ]
g
. 1 el
2 o 151 ]
g
15F ] =
E10f ]
10 ] g
[}
st ] o sf ]
0 0
CG MG EP SP FT CG MG EP
NAS Darallel benchmarks NAS Darallel benchmarks

Using multi- o@per node scenario decreases the computations to
communications ratio.
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Continuation ’a

Third contribut@

Energy optimization of asynchronous
applications [
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asynchronous iterative message passing applications
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Problem definition

Executf

commu

O

he parallel iterative application with synchronous
tions

Long distance communication —g- -y
Local cluster communication

A: Slow cluster B: Fast cluster

IR (=
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The execution of a synchronous parallel iterative application over a grid
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animation not working


Problem definition

Execution the parallel iterative application witbsynchronous
communications

Long distance communication —g- -y
Local cluster communication
Case2
Asynchronous
comunications A: Slow cluster B: Fast cluster

Asynchronous
communication

IR (=
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Solution
Using asynchronous communications with DVFS

Long distance communication —g- -y
Local cluster communication

A: Slow cluster B: Fast cluster

synchronous
communication

IR (=
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The performance models

The performance model of Asynch. Applications

— P Zjl‘\/l=i1(TchId,-j - Sj) )
New = N.- Mi

The performance model of Hybrid Applications

S s (maxi=i,..m(Tepow; - Sy) + Minj—s...m(Licm,))
TNew: N (10)
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The energy consumption models

The energy model of Asynch. Applications

N M
E=Y" (8% Ty (Pay + Pey) (11)

i=1 j=1

The energy model of Hybrid Applications

i N i
E:Z' (5% Pay-Toop) + 3> (Psy

i=1 j=1 i

(. max,, (Teo; - Sp) +,_min, (Liem;))) - (12)

45/55



jccharr
Note
Replace these equations with some illustrations


®
The scaling algorithm for Asynch. applicatioﬁs

Compute the initial frequencies (the upper bound)
and compute the initial distance Dist

While all nodes
not reach to their min
equencies or not reach to-

Is not
the last frequency ?

[ Compute the new frequency }

Compute the normalized performance Pnorm and
normalized energy Enorm

Is
Pnorm - Enorm > Dist

[storc the vector of new Frequencies Fi in Sopt vaclor]
v

[ Store the new Distance Dist = Pnorm - Enorm |

WEEESCIENCES &
TECHNOLOGIES
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While all the nodes didn't reach their min frequencies or the lower bound


The experime@l results

Cluster 1 Synchronous %‘{l/uiste:xz\
’/ \ commumcatlon\‘\“//j—(/ \
t L [ ]
S L

= High speed local network

| =--------. Long distance external netwok :
K X ] Heterogenmls omputing nodes

/Cl;st;r\ /cl ster 3\

\

\\ / Asynchronous \\ /
communication ~—

e Execution the iterative muIti-ing method over simulated Grid.

e Execution the iterative muIti-s@ﬂg method over Grid’5000
test-bed.
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Evaluating the application over the simulator and Grid'5000.


The simulation results
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The simulation results

Performance degradation %

30 T T T T T T T T
25 Sync MS with Sync DVFS 3
3 Async MS without DVFS sesss E
20 Async MS with Sync DVFS x=x=x1 E
Async MS with Async DVFS  mwm
15 F  Sync MS with Async DVFS == E
10 F E
5F 7 E
ok _ . =_ — [ o o =
_5 3 F ]
10 F E
15 F E
20 F E
_25 1 1 1 1 1 1 1 1
N O Q Q
Q Q Q Q \) QS Q \)
* b‘b‘ »‘b'b‘ * b‘b‘ »‘b'b‘ * b\(p éb(? * bf? ébb
& & & & & & & o

Platform scenarios

The average (@eed—up =5.72%
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®
H J
The Grid’5000 results
30 T 15 T
st St ] X 0p o500 ]
N % 5F - 3
o 20f q S - — E
b= g i
§ isf ] g ° I
3 8 -10 | e
= c
& or ] gorsp E
i gy :
° I & -25f E
0 ‘ ‘ ‘ ‘ _30 s ‘ s
S G SR S G SR
T W o e e
S S e
The energy saving = 26.93%, spe@lp =21.48%
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The comparison results

Distance %

Scaling factor value

50
45
40
35
30
25
20
15
10

W
?‘5 AR
0\1 000\1

? ?
5\&‘\00\1 5\1‘\0 A pee
U
231 EDPasynms —e— 7
221 HSAasynms -x- R
21l EDPsynms B
J[ HSAsmms s
1.9
1.8
17
6
15
14
13
12+
11
Iy S ]
09 R

A

gl
1 S S Sy S5 Sg S; Sg Sy Sig Sy Spp Sig Sy Sis Sye
Frequency scaling factors

51/55



Conclusions

>

>

We have proposed Q energy consumption and performance
models for synchro and asynchronous parallel applications
with iterations.

The parallel applications with iterations were executed over
different parallel architect{ ) such as: homogeneous cluster,
heterogeneous cluster and grid.

We have proposed new otQNe function to optimize both the
energy consumption and t erformance.

New online frequency selecting algorithms for clusters and grids
were developed.

The proposed algorithms were applied to the NAS parallel
benchmarks and the Multi-splitting method.

The proposed algorithms were evaluated over the SimGrid
simulator and over Grid’5000 testbed.

All the proposed methods were compared w ither Rauber

d R( thod P objective functid~
an t]@!r metho on@ objective functi
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Perspectives

We wiII@pt the proposed algorithms to take into consideration
the variability between some iterations.

The proposed algorithms should be applied to other message
passing methods with iterations in order to see how they adapt
to the characteristics of these methods.

The proposed algorithms for heterogeneous platforms should be
applied to heterogeneous platforms composed of CPUs and
GPUs.

Comparing the results returned by the energy models to the
values given by real instruments that measure the energy
consumptions of CPUs during the execution time.
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Fin

Thanl@or Your Listening

Questions?
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