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Minimal-complexity segmentation with a polygonal snake
adapted to different optical noise models
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Polygonal active contours (snakes) have been used with success for target segmentation and tracking. We
propose to adapt a technique based on the minimum description length principle to estimate the complexity
(proportional to the number of nodes) of the polygon used for the segmentation. We demonstrate that, pro-
vided that an up-and-down multiresolution strategy is implemented, it is possible to estimate efficiently this
number of nodes without a priori knowledge and with a fast algorithm, leading to a segmentation criterion
without free parameters. We also show that, for polygonal-shaped objects, this new technique leads to better
results than using a simple regularization strategy based on the smoothness of the contour. © 2001 Optical
Society of America

OCIS codes: 100.0100, 100.2960, 100.5010.
Image segmentation and object-shape estimation are
among the most challenging problems for pattern
recognition, in particular in new optical and mi-
crowave imagery systems for which the level of noise
can be important. A new approach to segmenting
objects in images corrupted by different types of noise
present in optical and radar imagery systems, called
a statistically independent region snake, was recently
proposed.1 – 3 In particular, the eff iciency of this ap-
proach has been demonstrated with images corrupted
with speckle noise, Poisson noise, or Gaussian noise
(see Ref. 3 for a review). This region-based approach
is analogous to other recently reported techniques
involving active contours4,5 (snakes) but presents
clear optimal statistical properties. To determine the
shape of the object that is to be segmented, one uses
a polygonal description of the contour. This contour
model allows one not only to estimate eff iciently the
shapes of manufactured objects but also to obtain
a very fast technique, since segmentation can be
performed in few hundred milliseconds. However, as
with all the techniques based on a parametric contour
model, it is necessary to specify the complexity of the
contour model, which is equivalent, in our particular
case, to the number of nodes of the polygon.

In this Letter we propose to adapt a technique based
on the minimum description length principle to esti-
mate this polygon complexity. A classical diff iculty
with snake-based approaches is their sensitivity to the
initial shape used for the segmentation. In Ref. 3, a
simple multiresolution method in which the number of
nodes is progressively increased was thus introduced.
This approach improves both the robustness of the
snake against initialization and its convergence prop-
erties. We demonstrate here that, provided that an
original approach is implemented, it is possible to es-
timate eff iciently the number of nodes needed to de-
scribe the shape of the segmented objects with a fast
technique. This approach thus leads to a segmenta-
tion criterion without free parameters. We also show
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that, for polygonal objects, this new technique leads
to better results than using a regularization strategy
based on the smoothness of the contour and that the
technique is still robust if the object’s shape is not a
simple polygon.

In the following mathematical developments, one-
dimensional notation is used for simplicity, and bold
symbols denote N-dimensional vectors. Let us con-
sider a scene s � �si j i [ �1,N�� composed of N pixels.
The gray levels of the target, a, and of the background,
b, are considered independent random vectors with
statistically independent components distributed with
probability density functions (PDF) Pua�i� and Pub �i�,
respectively. ua and ub are the statistical parameters
that must differ between the two regions. Let w �
�wi j i [ �1,N�� denote a binary window function that
defines a certain shape for the target, so that wi � 1
within this shape and wi � 0 elsewhere. The image is
thus divided into two regions: Va � �i [ �1,N� jwi �
1� and Vb � �i [ �1,N� jwi � 0�.

The purpose of segmentation is therefore to estimate
the shape, w , of the target in the scene. The k-node
polygonal snake defines the boundary of the shape,
and w is then a polygon-bounded support function,
with one value on and within the snake and zero value
elsewhere. In the approaches reported in Refs. 1–3,
the number of nodes, k, was arbitrarily chosen, and the
estimation of target shape w was performed by maxi-
mization of the likelihood function determined from
image s and a hypothesis for the shape, w . To esti-
mate the number of nodes, k, we propose the use of
an approach analogous to the one developed in Refs. 6
and 7 and that consists of minimizing the length D

of the description of the image [this approach is well
known as the minimum description length (MDL) prin-
ciple introduced by Rissanen; see Ref. 8, for example].
Since the image is divided into three parts (the tar-
get, the background, and the contour), D is the sum of
three terms: the length Da of the description of the
target gray levels, the length Db of the description of
© 2001 Optical Society of America
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the background gray levels, and the length Dw of the
description of polygon w . Let us f irst provide an ap-
proximation of Dw. The number of possible locations
for one node is N . Thus, for k nodes the number of
different sets of locations is Nk, and we consider Nk

an approximation of the number of different polygons.
The number of bits necessary to describe the polygon
(if all polygons are assumed to be equally likely) is
thus approximately log2�Nk�, where log2 is the base 2
logarithm, which can be considered the complexity of
the polygon. It has been well known since the work
of Shannon9 that the average number of bits needed
to describe Nl random variables distributed with PDF
Pul �x� is Dl � NlSl, where Sl is the entropy of the PDF
and is given by Sl � 2

R
Pul �x�log2�Pul �x��dx 2 log2�q�

and q is the quantization precision. Since the contri-
bution of log2�q� will consist only of adding a constant
term to the description length, it will not be taken into
account in the following. The average number of bits
needed to describe the object region (the background
region) is thus Da � NaSa �Db � NbSb�. So the total
description length is then

D � NaSa 1 NbSb 1 k log2�N� . (1)

It is well known that if entropy is approximated by
use of the empirical mean instead of the statistical av-
erage, one obtains NlSl � 2

P
i[Vl

log2�Pul�i��, where
l � a or b. It is thus easy to see that 2NaSa 2 NbSb
is the base 2 log likelihood l2�s jw , ua, ub� of the hy-
pothesis that, in image s, the shape of the target is w .
This is nothing but the statistical criterion that was
optimized in Ref. 3. One can thus see that the MDL
principle leads to the minimization

D0 � 2le�s jw , ua,ub� 1 k ln�N� , (2)

where ln is the natural logarithm and le�.� denotes the
natural logarithm likelihood.

When the statistical parameters ua, ub are unknown,
we adopt the same approach as in Ref. 3, which
consists of considering their maximum likelihood
estimates ûa�s,w�, ûb�s,w�. The pseudolikelihood is
thus l�s jw , ûa�s,w�, ûb�s,w��, and in Table 1 we list
its expressions for different PDFs (see also Ref. 3).

The shape estimate ŵ is thus obtained by simul-
taneous determination of the values of k and w that
minimize D0. This double-optimization problem is not
trivial, and the adopted strategy may have a strong in-
f luence on the quality and relevance of the application
of the MDL principle. The simplest strategy consists
of determining the shapes ŵ �k� that optimize the crite-
rion D0 for different fixed values of k and then selecting
the value of k that leads to the minimal value of D0.

Since, in our approach, a polygonal description is
used and the range of possible values of k is large (typi-
cally 4–200), this method appears to be ineff icient.
Let us illustrate this point with a synthetic image of
a boat (whose shape is polygonal with 10 nodes) cor-
rupted with speckle noise of order 1 [see Figs. 1(a) and
1(b)]. Figure 1(c) presents the shape obtained after
the convergence of the snake with the true number
of nodes �k � 10�, when the multiresolution strategy
described in Ref. 3 is used. One can see that the seg-
mentation is not efficient because the contour does not
describe all the details of the shape. The solid curve
in Fig. 2 shows the evolution of the value of D0 as k
increases when the multiresolution strategy is used.
This result shows that one cannot directly apply this
simple strategy.

To overcome this problem we propose a new ap-
proach: an up-and-down multiresolution strategy
with two basic steps. Since efficient convergence
is obtained when the number of nodes is large, we
first perform a segmentation with a multiresolution
strategy, by increasing the number of nodes to a point
at which the distance between two consecutive nodes
does not exceed a small value (typically one or two
pixels).2 Thus we typically end up with an overes-
timated number of nodes, k0. The second step is a
complexity reduction technique and consists of prun-
ing the contour. For this purpose we sequentially
consider each node of the contour, and we determine
the value of the criterion D0 obtained if this node is
removed. Then the pruned contour is defined by
suppression of the node that leads to the minimal
value of D0, and a new convergence of the snake is

Table 1. Expressions of the Pseudolikelihood
l���s jjjw , ûa���s,w ���, ûb���s,w ������

for Different Gray-Level PDFsa

Gamma Na log m̂a 1 Nb log m̂b 1 A
Gaussian Na log ŝa 1 Nb log ŝb 1 B
Poisson 2Nam̂a log m̂a 2 Nbm̂b log m̂b 1 C

aNl is the number of pixels in region Vl, m̂l � �1/Nl
P

i[Vl
si�, and

ŝl
2 � �1/Nl

P
i[Vl

si2 2 �1/Nl

P
i[Vl

si�2� are the maximum-likelihood
estimates of ml and sl

2, where l � a or b. A, B, and C are
independent of Nl, m̂l , and ŝl

2 (l � a or b).

Fig. 1. Scene with speckle noise. (a) Boat whose shape
is a polygon with 10 nodes in a 128 by 128 pixel image.
(b) Speckled image of (a) with a contrast equal to 4 (ini-
tialization of the contour in white). (c) Final state of the
snake after optimization of the log likelihood with the mul-
tiresolution strategy when the number of nodes on the con-
tour is equal to the true one: k � 10. (d) Final state of
the snake after optimization of the MDL criterion with the
up-and-down multiresolution strategy. (e) Final state of
the snake after optimization of the log likelihood with a
regularizing term and a � 0.2 (a value that leads to the
minimal number of misclassified pixels). (f ) Final state of
the snake after optimization of the log likelihood without
a regularizing term.
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Fig. 2. Solid curve, values of the MDL criterion D0 ob-
tained with a direct approach. Dashed curve, values of
the MDL criterion D0 obtained with the up-and-down mul-
tiresolution strategy.

Fig. 3. (a) Real image of a hand (240 3 320 pixel image)
and initialization of the contour. (b) Result of the segmen-
tation with the up-and-down multiresolution strategy.

performed on this pruned contour. The process is
continued until the number of nodes is smaller than a
limit value (typically four or five).

In Fig. 2 we show the value of D0 obtained with
this procedure for decreasing values of k starting from
k0. One can observe that this technique is very eff i-
cient for the selected test image, since one obtains the
true number of nodes �k � 10�, although k varies in a
large domain (from 192 to 5). We show in Fig. 1(d) the
polygonal snake obtained with the MDL segmentation
of an image of a boat. In Fig. 1(e) we compare this
result with the solution obtained when a regularizing
term aUreg�w� as described in Ref. 3 is added to the log
likelihood and when the distance between two consec-
utive nodes is two pixels. The value of the weighted
coeff icient a was chosen so that the number of pixels
misclassified between the segmented contour and the
true contour is minimal. The solution when no regu-
larizing term is added but the conditions are the same
is shown in Fig. 1(f ). These results illustrate the ef-
ficiency of the up-and-down multiresolution strategy.
It is worth noting that this strategy has also the ad-
vantage that it leads to a fast algorithm. For example,
the total computing time (with a typical PC-700 MHz)
is less than 3 s in the example shown in Fig. 1, for
which the distance between two consecutive nodes at
the end of the f irst step is two pixels. This computing
time can be reduced to less than 500 ms, with no loss in
the quality of the contour, if this distance is set equal
to four pixels. Analogous results were obtained from
images corrupted with Poisson or Gaussian noise. In
Fig. 3 we show the results obtained with an image of a
real hand when a Gaussian noise model is used.
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