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N Turning off LI 48 KB L1
Motivation _ Latency vs. Array Size

We repeated the analysis with the L1 cache turned off using the compiler tag
-Xptxas -dlcm=cgqg
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Understanding the memory hierarchy is important to optimizing the performance of

any program. This is gspec.ially 'Frue for GPU programs, which. are typically memory- 12 Line Size: 32 B 4%\ - Line size confirmed to be 128 B.
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details in the documentation and to discover those left out.VWe determined the size, _ 12‘;’232 g ol 48 KB - Associativity is 6 = 48 KB (size of
associativity, and latency for both cache levels as well as latency for global memory — T 201708 o cache) / 8 KB (way size).
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¥ 98¢ SIzE Array Size (B) - Final plateau for L2 cache defines a
We performed stride analysis on the C2070. We altered the sizes of arrays and noted 3 450 L2 . way size of 57,344 B with 1792 sets.
how varying the stride length affected latency. The arrays were initialized in Python g . Latency Vs. Ar'l"ay Size - Could mean 14 separate caches each
with the stride pattern such that each access provided the index for the next access: 5 | | | | | | | with 128 sets.
— 390| A _ - On average, caches are 13.7-way set
array = (numpy.arange(length) + stride) % length — associative.
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Using Cheetah to unroll the loops, the most important section of the stride-analysis . C— o associative caches and 4 |3-way, |28-
kernel is below. We used $Snum repeats = 128 and Sunrolling = 256. é 370} | : set associative caches.
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for(i1i = 0; 1 < S$num repeats; 1i++) { Sride Len th (B) % 360 824 KB — Although at first unusual, the C2070 is
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x associativities of various caches. The following illustration shows how we interpreted
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g % Cache Size /
Q j;(’ \ - . We were able to verify the cache sizes provided in [4], with the LI cache configurable
3 .l i L Line Size to 16 or 48 KB, with a L2 cache of 768 KB. We determined the page size to be 2 MB.
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100 e Array Size latency, or associativity for the varied cache levels. Our findings for these details are
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16 KB L1 Future Works
- LI latency ~ 80 cycles Latency vs. Array Size - Compare results to those of a different Fermi-architecture GPU.
- L2 latency ~ 350 cycles T o - Perform similar analyses for Kepler- and/or Tegra-architecture GPUs.
- Global memory latency ~ 580 cycles ° fﬁ
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